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Á Oracle ACE Director, Oracle papers author/presenter  
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3 Oracle OpenWorld  2012 

 

 

 

3 

Dell Global Solutions Engineering Lab  



4 Oracle OpenWorld  2012 

 

 

 

 

 

 

 

 

 

 

 

 

 

ÅDell  | Oracle Solutions Engineering : www.dell.com/oracle  
ÁDell | Oracle Partnership offers customers complete a solution  
ÁSolutions Deliverables:  
üTested and Validated Configuration  
üDeployment Guild  
üOracle Advisor 
üDetailed Oracle Solutions  
      Deliverables List(SDL)        

ÁDell Oracle Solutions Reference  
   Configuration  
üOracle RAC and High Availability   
üOracle Virtualization Technology  
üOracle Enterprise Manager & Cloud   
üOracle Applications  
üProof of Concepts  
 

 

Dell Global Solutions Engineering Lab  

http://www.dell.com/oracle
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Agenda 

ÅHigh Availability for Database Cloud  

ÅHigh Availability Architecture Design  

ÅBest Practices of Infrastructure Configuration  

ÅReduce Planned Downtime  

ÅOracle Maximal Availability Architecture(MAA)  

ÅQ&A 
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High Availability for Database Cloud  
 ÅConsolidating  databases into a private database cloud  
ƈChallenges to the traditional computing architecture  

ƈConsolidate multiples databases  on private cloud Infrastructure  

ƈProvide Platform as a Service for database applications  

ƈProvide Database  Services based on shared  based on cloud  
Infrastructure.  

ƈIntegrate all the resources to allow provisioning on demand: 
dynamically provisioning to meet the workload needs 
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Á What is meant by H igh Availability  ?   
ï Defined by Service Level Agreement s(SLAs):  
ï HA goal is to meet SLA requirement  
ï Balance between the availability and implementation cost  
ï SLA: for example, 99.95%, annual 4 hrs 22 minutes downtime  
    Downtime window: first Saturday: 8pm- 10pm every quarter  

Á  High Availability SLAs in a Cloud Environment  
ï Consolidating many databases in a single cloud infrastructure   

ï Great business impact due to the infrastructure downtime  

ï Databases may have different  SLAs for different business:  

Å Different business requirements  

Å Different time zones  

Å Infrastructure downtime means downtime for all the databases  

Å Very difficult to find the downtime for maintenance that meets  

     every SLA  

 

 

High Availability for Database Cloud  
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Á Causes of Impacting System Availability  

ï  Service outage by unplanned downtime:  

      hardware or software failure, human error, nature disaster, etc.  

ï  Service disruption by planned downtime : 

            hardware/software upgrade, patching and migration from old  

            system to new system  

ï   Service performance degradation: violate performance SLA  

     for example, 99% transactions finished in a 2 seconds window  

Á Architect a High Availability Cloud Infrastructure  
ï Design a highly available cloud architecture  

ï Architect hardware infrastructure to reduce unplanned outage  

ï Use configuration and implementation best practices for HA 

ï Administration and troubleshooting tips for High Availability  

ï Methods/Options to minimize planned downtime  

ï Establish the pre- active real time monitoring system  

 

High Availability for Database Cloud  
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Á  Oracle Real Application Clusters: Active -active cluster database  
ï Protect database availability against  up to N - 1 server failure with   

   Virtual IP (VIP) automatic failover by Oracle clusterware  

ï Add node or remove node based on demand of capacity  

ï Reduce planned downtime for hardware, OS, software upgrade  

ï Application load balancing  

ïKey components:  Interconnect heartbeat, and shared storage 

ï A recorded Swingbench  RAC high availability demo  
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Á Oracle RAC one node database: active -passive database  
ï  Single node database on clusterware  ; no load balancing  

ï  Require the same system architecture as RAC: network/storage  

ï  Install Oracle 11gR2 Grid Infrastructure and RAC on all nodes 

ï  Specify RAC One node Database during the database creation  

 

 

 

 

 

 

 

 

 

 

  

 

High Availability Architecture Design 
 



13 Oracle OpenWorld  2012 

 
 
 

 
ï  Protect database against server failure with VIP automatic failover  

ï  Reduce planned downtime : Online relocating database to another  

    node for hardware, OS, database software upgrade  

   $srvctl relocate database ƈd <dbname > - n <nodename > - w - 15  

ï RAC and RAC one node can be switched back and forth  

   Convert to RAC from RAC one node  

   $ srvctl convert database - d <dbname > - c RAC - n <nodename > 
   $srvctl add instance - d <dbname > - i <instname> - n <nodename > 
  Convert to RAC one node from RAC  

   $srvctl remove instance - d <dbname > - i <instname> 
   $ srvctl convert database - d <dbname > - c RAC - n <hostname > 

ï Refer to my C#12 presentation on RAC One Node for more details  

ï Why RAC one node: 

   Low cost alternative to RAC: $10k/p  vs. $17k/p (SE) vs $23k/p (EE)  

  two nodes 2 X8 core servers,  $80K  vs. $512K(EE) vs. $272k(SE)  
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http://kyuoracleblog.files.wordpress.com/2012/04/2012_session840_yu_ppt_rac_one_node_final.pdf
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Á  
 

 

Á Consolidate multiple database on a database cloud  
ï Multiple databases (Single/RAC/ RAC one node) on a single cluster  

ï Possible multiple versions Oracle Homes on11g R2 Clusterware  :  

ï Example: An EBS Database Grid has 100 Oracle EBS databases * 

 (refer to my OOW11 presentation) 
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http://kyuoracleblog.files.wordpress.com/2012/09/ebs_dbs_on_11gr2_grid_oow2011_session8945.pdf
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ÅOracle VM provides HA against physical server failure  
ï Database server runs on virtual machine  

ï Virtual machines run on a pool of VM servers (VM server pool)  

ï Enable HA on the VM server pool as well as on virtual machines  

ï Virtual Machine images/storage stored in shared storage  

ï  Failover to another VM server to reduce unplanned downtime  
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Á  Oracle VM provides live migration to prevent planned downtime  
ï Live migration to another VM server without downtime of VM  

ï Migrating the virtual machine to other physical server for:  
Å Physical server maintenance  
Å Balancing the workload by moving VM to another physical server  
Å  Zero downtime for the virtual machine: OS & applications  
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Á  Oracle RAC one node works with Oracle VM : 
ï  RAC One Node fully supported in Oracle VM environment.  
ï The database will failover to another VM if this VM fails  

 

 

 

 

 

 

ï Oracle VM live migration for hardware maintenance  
ï RAC One node online relocation for VM and OS maintenance  
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Á Oracle RAC database works on Oracle VM 
ï Two possible HA configurations: HA by VM and HA by RAC  

ï Only HA by RAC is supported and HA by VM is not supported  

   for RAC database configuration  
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ÁOracle RAC Database works on Oracle VM 
ï Consolation of multiple RAC databases in fewer physical servers  

ï Each Database instance runs on its own VM independently  

ï One database instance node eviction will not impact other databases  

ï Less impact of downtime during OS and Oracle software upgrade  
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Á Protect Data Availability  
ï Oracle flashback can reverse the data lost due to human error  

   Data recovery at all levels: row, table, even the entire database  

ï Protect from data corruption:  

Å Oracle ASM lib adds integrity metadata for data integrity check  

Å Enable corruption on primary/standby database by setting  

     DB_ULTRA_SAFE=DATA_AND_INDEX 

Å RMAN backup verifies all data blocks to ensure no corrupted 
blocks are saved to the backup files  

Å ASM block repair: relocates the valid block from the mirrored  

    copy to an uncorrupted portion of the disk  

ï Raid configuration in database storage: Rail 1, Raid 10, Raid 5, etc 

ï RMAN backup and recovery  

Á Data Guard to protect database again site failure  
ï Physical standby database kept in sync with  the primary database  

    with Oracle data guard  
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ï Protect Modes: maximal protection; maximum availability; maximum  

    performance  

ï Switchover/ Failover to standby database 

ï  Active Data Guard enables queries against the standby database  

    while redo logs are applied in real time  

ï Disaster recovery solutions across different data centers  

 

 

 

 

 

 

 

ï  Oracle RAC + Oracle Data Guard: protect database against server  

   failure, storage failure and site failure 

 

 

 

High Availability Architecture Design 
  



22 Oracle OpenWorld  2012 

Infrastructure 
Configuration  
Best Practices  



23 Oracle OpenWorld  2012 

 
 
 

Á High Availability Storage Infrastructure  
ï Storage HA plays a key role in the infrastructure HA 

ï Redundant IO paths from servers to  storage array  
Server <- > HBAs  <- > Switches <- > Storage Controllers< - > Disk Enclosures 
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ï Redundant  IO paths from servers to  storage array 

 Multiple physical paths: (HBA1, Switch1, Volume), (HBA1, Switch2, Volume),  

                      (HBA2, Switch1, Volume), (HBA2, Switch2, Volume),  

A storage volume should be able to fail over to another controller 

Software multipathing: Two redundant IO paths seen in OS:  

      to the same storage volume: /dev/sdb and /dev/sdc 

   Linux Device Mapper  (DM) or from storage vendors 

Group them together to alias Data1 using multipathing software  

   multipath { 

           wwid   36090a028e093fc906099540639aa2149  #<---- for sdb  and sdc 

            alias  Data1 } 

          } 

  #service multipathd restart 

             ls -lt /dev/mapper/*  
         brw-rw---- 1 root disk 253,  8 Feb 18 02:02 /dev/mapper/votingdisk1 

ïSAN Disk Array RAID for Redundancy: Raid 10/ 5 Configuration 

ï Redundant Storage Controllers for high availability 

ï Oracle ASM diskgroup redundancy settings 

 

 

 

 

Infrastructure Configuration Best Practices  
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ƈASM failure group: mirroring/redundancy level setting : 
           External :no ASM mirroring, rely on external redundancy  

          Normal : 2- way mirroring, 2  failure groups  

           High:   3- way mirroring three failures groups.  
 

 

 

 

 

 

ƈASM diskgroup  for OCR and Voting disks :  
   External Redundancy: relay on external RAID configuration  

    Normal Redundancy (3 failure groups):  3 voting disks  
     High Redundancy (5 failure group):  5 voting disks  
     1 OCR +  up to 5 copies: one per diskgroup  
     A quorum failure group: only used for OCR and votingdisk  
 

 

 

 

Storage Configuration: ASM Diskgroup  

 

ASM Disk Group with Normal Redundancy 

Failure Group 1 Failure Group 2

Disk Controller1 Disk Controller 2

Disk1

Disk2

Disk3

Disk4

Disk5

Disk6

Mirroring

S
tripping

S
tripping

S
tripping

S
tripping

ASM Disk Group with High Redundancy 

Mirroring
MirroringS
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tripping

Failure Group 1 Failure Group 2 Failure Group 3

Disk Controller1 Disk Controller2 Disk Controller3

Infrastructure Configuration Best Practices  
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Á  Network High Availability Configuration  

ï fully redundant interconnects for cluster configuration  

 

 

 

 

ï Network bonding vs Oracle Highly Available Virtual IP (HAIP) 

ï Dedicated switches for private interconnects  

Á Redundant Hardware Infrastructure for Cluster Database  
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Á Managing Clusterware  
ƈ Create an additional copy of OCR:  (One copy per diskgroup ) 

 
 
 
 

 
 
 
 

ƈRemove a diskgroup  for OCR ocrconfig  ƈdelete old_location  
ƈBackup OCR: automatic : ocrconfig  ƈshowbackup  
                            manual: ocrconfig  - manualbackup  
ƈRestore OCR: stop clusterware: crsctl  stop  
                            run restore command : crs ocrconfig  ƈrestore 
ƈDiagnose OCR problem: OCRDUMP and OCRCHECK 

ƈExport OCR: ocrconfig  - export  

ƈImport OCR: ocrconfig  ƈimport  
 

 

 
 
 

Infrastructure Configuration Best Practices  
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ƈSet odd number of voting disks, 1/3/5 by defaults  
ƈStore Voting disks on ASM:  only one diskgroup  for voting disk  
     One voting disk per one failure group for redundancy  
 
 
 
 
 
 
 
 
ƈVoting disk is backed up in OCR automatically in 11gR2 if  
ƈcrsctl  commands to add, delete, replace voting disk.  
ƈRestore voting disk: Restore OCR if OCR corrupted  
           . Start crs in exclusive mode: crsctl  start crs ƈexcl 
           . Add new votingdisk : crsctl  replace votedisk +asm_disk_group  
           . Restart crs  

 

 

 

Infrastructure Configuration Best Practices  
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Á  Clusterware  Troubleshooting  
ƈ Clusterware health Verification Utility : CLUFY 

ƈClusterware  utility: crsctl  for check crs status and start/stop  
ƈLog files: $GIRD_Home/log/<host>/alert<host>. log and 

$GIRD_Home/log/<host>/<process >/log  
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Á  Node Eviction:  
   Cluster split brain condition: a node failure partitions the cluster into  
multiple   sub - clusters without knowledge of the existence of others  
        Possible causes::not responding network heartbeat, disk heartbeat, a   
        hung node or hung ocssd.bin process 
Å Consequence: data collision and corruption  
Å IO fencing: fencing the failed node off from all the IOs: STOMITH  
   (Shoot The Other Machine In The Head) algorithm  
Å Node eviction: pick a cluster node as victim to reboot.  
   Always keep the largest cluster possible up, evicted other nodes  
    two nodes:  keep the lowest  number node up and evict other  
Å  Two CSS heartbeats and misscounts   to detect node eviction  

1. Network HeartBeat (NHB) over private interconnect to check 
node membership; misscount : 30 secs  

2. Disk heartbeat : between the cluster node and voting disk: 
misscount : 200 secs    
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ƈ  Troubleshooting node eviction  

Å Common causes for OCSSD eviction:   
     network failure latency exceeds CSS miscount 30 seconds  
     access disk issue:  CSS misscount  200 sec OCSSD failure, 
Å Common causes of : CSSDAGENT OR CSSDMONITOR  eviction: OS 

scheduler problem caused by OS locked up in driver or hardware or  
the heavy loads; thread of CSS demon hung  

Å Review the log files, refer to metalink  note [1050693.1] 
ÁNode Eviction Diagnosis Examples  
ƈCase 1 :Node 2 was rebooted in a 2 - node 11g R2 cluster on Linux: OCSSD log: 

$CRS_HOME/log/<hostname>/ cssd/ocssd.log file in Node1 : 
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Á   Case 2: node 1 reboot: $CRS_HOME/log/<hostname>/ cssd/ocssd.log file 

 

 

 

 

 

 

 

 
Á Case 3: One node rebooted once a month in  11 nodes cluster:   
  ------- /var/log/message: 
Jul 23 11:15:23 racdb7 logger: Oracle clsomon failed with fatal status 12. 

Jul 23 11:15:23 racdb7 logger: Oracle CSSD failure 134. 

Jul 23 11:15:23 racdb7 logger: Oracle CRS failure.  Rebooting for cluster integrity 

     ------ OCSSD log: $CRS_HOME/log/<hostname>/cssd/ocssd.log file 
[    CSSD]2011-07-23 11:14:49.150 [1199618400] >WARNING: 

clssnmPollingThread: node racdb7 (7) at 90% heartbeat fatal, eviction in 0.550   seconds 

  é 

  [    CSSD]2011-07-23 11:15:19.079 [1220598112] >TRACE:    

    clssnmDoSyncUpdate: Terminating node 7, racdb7, misstime(60200) state(3) 
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